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Let d > 1be an integer and % a nonempty closed convex subset of R4,

EXERCICE 1 (Online linear classification with absolute loss). — Let W C R* be
a nonempty set such that

Vx e X, YweW, |(wx)|<L
We consider the following online linear classification problem. At step ¢ > 1,
e Nature chooses and reveals w, € %,

e the Decision Maker chooses x, € %

Nature chooses z, € {—1,1}

- 1 with probability {wpox,) +1
draw z, — .
P {—1 with probability =52

Nature reveals z, and the Decision Maker incurs loss |z, — z,|.

1) By considering expe&ations, explain how the above problem can be reduced
to a deterministic problem with convex loss funétions €,(x) = |(w,, x) — z,|.

2) Propose at least two algorithms for this problem and derive corresponding
regret guarantees.



EXERCICE 2 (Alternatives to FTRL and FTL). — Let (€,),5, be differentiable
losses on %, H be a mirror map compatible with %, x, € % N intdom H and
consider

t
Xt41 = arggin {<vgt(‘x1>’ x) + E DQS (x, x;) + Dy (x, xt)} .
x€ s=1

1) Prove that the above can be interpreted as UMD iterates.

2) Derive a regret bound (on Zthl(Qt(xt) — ¢,(x))) and compare with the cor-
responding regret bound for FTRL.

3) Generalize with a sequence of time-dependent mirror maps (H,),~( and de-
rive similar results as for FTRL.

4) In the case of differentiable strongly convex losses, consider
t
%, = argmin { (Ve,(x,), x) + Z D, (x,x,) p, t>1,
x€X s=1 ’
and derive regret guarantees.
EXERCICE 3 (Online Newton Step). — We consider an online convex optimiza-

tion problem where the loss fun&ions admit quadratic lower bounds as follows.
Atstept > 1,

e the Decision Maker chooses x, € %

o Nature chooses a loss function ¢, such that there exists g, € 9¢,(x,) and
M, a positive semi-definite matrix of size d x d such that:

l (x —x,, My(x — x,)) .

Ve € X, L(x)—0(x,)> <gt’ X = xt> + >

¢,, g, and M, are revealed.

Let X > 0. Forall# > 1, denote A, = 3 (Md + Zi;} MS>, where 1 is the
identity matrix of size d x d.



1) For each of the three iterations defined below, establish an upper bound on

the regret
T

M (x,) —&(x), x€%, T>1

P
Hint. — Use the lemma from the course involved in the analysis of the Vovk—
Azoury-Warmuth algorithm.

(i) Letx, € % and

x4 = argmin ||(x, — A/ lg,) — xHA , t=>1
xX€X ¢

(ii) Letx,; € % and

1
X1 = argmin { (~Ax, + g %) + szAMx} sl
xEX

(iii) Let y; € R and

-1
x, = argmin { <—y1 + ) 26 x> + % (x, Atx)} , t=>1
s=1

xXEXL

2) Derive the corresponding regret bounds in the special case of online portfolio
optimization where % = A, and where the loss fun&ions are of the form

¢,(x) = —log (r,, x) for some r, € (R*)<.



