EXERCICES
REGRET LEARNING IN GAMES

UNIVERSITE PARIS—SACLAY

S

Let m, n > 1be integers, A € R™*", | - Iy and | - |, norms on R™ and R”
respectively and denote | - [ and [ thelr respe&ive dual norms, h™ and

b regularizerson A, and A, ((a,, b, y,, 2,)),>1 a sequence in R” x R” x R” x
R” and K, K", 5, v > 0. We assume that

o ((a,, ;)= is a sequence of strict UMD iterates associated with regu-
larizer ™ and dual increments (4A(2b, — b, ;)),>; (with convention

bo - O),

e ((b,,2,)),> is a sequence of §trict UMD iterates associated with regular-
n)

izer b and dual increments (n'A'a,,;) 1,

o h™ is K(m)-s"trongly convex for | - ||(m)’
o h(n) is K(”)_sftrongly convex for || : ||(n)
LetT>Lac A, andb €A,

1) Informally compare the above iterates with optimistic regret learning in two-
player zero-sum games.

2) Recall the bound on
T
> (nAb,, a—

t=1



3) Prove that

T it K(n) T )
Z <7] A At b— bt+1> < Dh(n‘)(b’ bl? Zl) - 2 E Hbt+1 - th(m) .
t=1

t=1

4) Deduce a convergence guarantee in the context of solving the two-player
zero-sum game associated with matrix A.

5) Express (a,),5; and (b,),-; in the special case of h™ and h™ being the en-
tropic regularizers on A, and A, respectively. Write the corresponding con-
vergence guarantee.

6) Condué numerical experiments to compare the performance of the algo-
rithm from the lagt question with the optimistic exponential weights algo-
rithm, the regular exponential weights algorithm, RM, RM+.
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