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•

online linear classificationwith absolute loss

Let d ⩾ 1, 𝒳 ⊂ Rd a nonempty closed convex set and 𝒲 ⊂ Rd a nonempty set
such that

∀x ∈ 𝒳, ∀w ∈ 𝒲, |⟨w, x⟩| ⩽ 1.
We consider the following online linear classification problem. At step t ⩾ 0,

• Nature chooses and reveals wt ∈ 𝒲,

• the DecisionMaker chooses xt ∈ 𝒳

• Nature chooses zt ∈ {−1, 1}

• draw ̂zt = {1 with probability ⟨wt,xt⟩+1
2

−1 with probability 1−⟨wt,xt⟩
2 ,

• Nature reveals zt and the DecisionMaker incurs loss | ̂zt − zt|.

1) By considering expectations, explain how the above problem can be reduced
to a deterministic problemwith convex loss functions ℓt(x) = |⟨wt, x⟩ − zt|.
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2) Propose at least two algorithms for this problem and derive corresponding
regret guarantees.
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