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ADAGRAD WITH CUBE-ROOT NORMALIZATION

Letd > lan integer, % C R a nonempty closed convex set, (#,),-; a sequence
inR%, x; € % and y > 0. We define

xtJrl:H% (xt+%ut) , t}l
Yoot ey

1) Establish a general regret bound.

2) Deduce guarantees in the context of nonsmooth convex optimization and
smooth convex optimization.

3) Extend the analysis to arbitrary exponents o > 0 at the denominator:
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4) BoNus. — Define and analyze similar variants of AdaGrad-Diagonal.
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