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DUAL AVERAGING VARIANTS OF ADAGRAD

Letd > laninteger, % C R? a nonempty closed convex set, (#,),-; a sequnece
in R4, and L > 0. Consider
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1) Deriveageneral regretbound, and derive a corollary in the case where [Ju, |, <
Lforallt > 1.

2) Derive guarantees for nonsmooth convex optimization (similarly to SeGtion

7.3).
3) Derive guarantees for smooth convex optimization (similarly to Section 7.4).

4) Define and analyze a dual averaging variant of AdaGrad-Diagonal.
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