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Let d ⩾ 1 an integer, 𝒳 ⊂ Rd a nonempty closed convex set, (ut)t⩾1 a sequence
in Rd, x1 ∈ 𝒳 and ε, γ > 0. We define

xt+1 = argmax
x∈𝒳

{⟨γut, x⟩ − 12 ‖x − xt‖
2
At

} , t ⩾ 1,

where

At = εId + √
t
􏾜
s=1

usu⊤
s , t ⩾ 1,

where the square-root is to be understood component-wise.

1) Show that the above can be seen as UMD iterates.

2) Establish a general regret bound.

3) Deduce guarantees in the context of nonsmooth convex optimization and
smooth convex optimization.
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