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adagrad with normalization

Let d ⩾ 1, (ut)t⩾1 a sequence in Rd, x1 ∈ Rd, α ⩾ 0 and γ > 0. Consider

xt+1 = xt + γ

√∑t
s=1 ‖ut‖

2(1−α)
ut

‖ut‖
α , t ⩾ 1

1) Prove that (xt)t⩾1 corresponds to AdaGrad-Norm iterates with some alter-
native payoff vectors.

2) Let f ∶ Rd → R be a differentiable convex function that admits a global
minimizer x∗ ∈ Rd. Consider the iterates (xt)t⩾1 defined as above with ut =
−∇f(xt). LetT ⩾ 1 and

x̄T =
∑Tt=1 ‖∇f(xt)‖

−α xt
∑Tt=1 ‖∇f(xt)‖

−α .

a) Establish an upper bound on f(x̄T) − f(x∗).
b) LetG > 0 and assume in this question that f isG-Lipschitz continuous

for ‖ ⋅ ‖2. Establish convergence guarantees in the cases α = 1 and α = 2.
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c) Let L > 0 and assume in this question that f is L-smooth for ‖ ⋅ ‖2. Es-
tablish convergence guarantees in the cases α = 1 and α = 2.

d) What guarantees can you establish for other values of α?

3) Bonus. — Define and analyze a variant of AdaGrad-Diagonal with nor-
malization.
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