EVALUATION
ONLINE LEARNING

LINKS WITH OPTIMIZATION AND GAMES
UNIVERSITE PARIS—SACLAY

SOLVING GAMES WITH ALTERNATING ITERATIONS

Let m,n > 1be integers, A € R™*", |- l o) and | - |, normson R™ and R”
respectively and denote || - || (%) and | - | - their respeive dual norms, h”) and

b regularizerson A, and A,, ((,, b,, y,, 2,)) =0 a sequence in R” x R” x R x
R” and K, K", 5, v > 0. We assume that

o ((a:9:))1>0 is a sequence of $trict UMD iterates associated with regu-
larizer b and dual increments (nA(2b, — b, ;)),( (with convention

b—l - 0),

e ((b,,2,));>0 is a sequence of strit UMD iterates associated with regular-
izer h™ and dual increments (7' A'a,,1),~0,

o h™ is K™ -gtrongly convex for | - [y
o h" is K" -gtrongly convex for || - ||(n).

LetT >0,a€A,,andb e A,.

1) Informally compare the above iterates with optimistic regret learning in two-
player zero-sum games.



2) Recall the bound on

T
Z (nAb,,a—a,).
t=0
3) Prove that
T i K(n) T 5
3 (7 A7a,1,b — by) < Dy (b, by 70) — 5 X[y~ bl
t=0 t=0

4) Deduce a convergence guarantee in the context of solving the two-player
zero-sum game associated with matrix A.

5) Express (4,),50 and (b,),> in the $pecial case of ™ and h') being the en-
tropic regularizers on A,, and A, respectively. Write the corresponding con-
vergence guarantee.

6) Condu@ numerical experiments to compare the performance of the algo-
rithm from the last question with the optimistic exponential weights algo-
rithm.

7) BoNus. — Include in the numerical experiments other algorithms e.g. RM,
RMH+, regular exponential weights algorithms.
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