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•

an alternative to vovk–azoury–warmuth

Consider the online linear regression problem, where the loss functions are of
the form

ℓt(x) = 12(⟨wt, x⟩ − zt)2, wt ∈ Rd, zt ∈ R, t ⩾ 0.

We consider

Ht(x) = 12x
⊤(λI+

t+1

s=0

wsw⊤
s ) x, x ∈ Rd, t ⩾ 0,

and the algorithm starting at some x0 ∈ Rd and giving:

xt+1 = argmax
x∈Rd

{⟨∇Ht(xt) + ztwt, x⟩ −Ht(x)} , t ⩾ 0.

Thegoal of the project is to compare the practical performance of Vovk-Azoury-
Warmuth (VAW) from the course and the above algorithm.

1) Prove that the above algorithm is well-defined and that it can be written as
UMD iterates.
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2) Implement the above algorithm and VAW. Note that each iteration of both
algorithms is in itself an optimization problem.

3) Choose at least two real-life labeled regression datasets of reasonable size and
plot the regret performance of both algorithms. Try many different values
for λ on a logarithmic grid.
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