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alternatives to ftrl and ftl

In the context of online convex optimization with differentiable losses, letH be
a mirror map compatible with 𝒳, x0 ∈ 𝒳 ∩ int domH and consider

xt+1 = argmin
x∈𝒳

{⟨∇ℓt(xt), x⟩ +
t
􏾜
s=0
Dℓs(x, xt) +DH(x, xt)} .

1) Prove that the above can be interpreted as UMD iterates.

2) Derive a regret bound (on∑Tt=0(ℓt(xt) − ℓt(x))) and compare with the cor-
responding regret bound for FTRL.

3) Generalize with a sequence of time-dependent mirror maps (Ht)t⩾0 and de-
rive similar results as for FTRL.

4) In the case of differentiable strongly convex losses, consider

xt+1 = argmin
x∈𝒳

{⟨∇ℓt(xt), x⟩ +
t
􏾜
s=0
Dℓs(x, xt)} ,

and derive regret guarantees.

•

1


