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solving games: extrapolation vs optimism

Let d ⩾ 1 and let hent be the entropic regularizer on the simplex Δd.

1) Let x ∈ Δd such that xi > 0 for all 1 ⩽ i ⩽ d. Prove that

∂hent(x) = {(log xi + λ)1⩽i⩽d}λ∈R .

2) Let (ut)t⩾0 be a sequence inRd and ((xt, yt))t⩾0 beUMD iterates associated
with hent and (ut)t⩾0. Prove that (xt)t⩾0 is uniquely determined.

3) Letm, n ⩾ 1 and let h ∶ Rm × Rn → R ∪ {+∞} be defined as

h(a, b) = hent(a) + hent(b), (a, b) ∈ Rm × Rn,

where hent denotes both the entropic regularizer on Δm and on Δn. Prove
that h is a regularizer on Δm × Δn.

4) LetG ∶ Δm×Δn → Rm×Rn be amonotoneoperator, γ > 0, and ((xt,wt, yt, zt))t⩾0
a sequence of UMP iterates (see definition in Section 8.3) associated with
regularizer h, operator G and step-size γ. Prove that (xt)t⩾0 and (wt)t⩾0 are
uniquely determined. Derive a guarantee (in the case of this regularizer h).
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5) Write the iterates from the last question in the special case of solving a two-
player zero-sum game, and write the corresponding guarantee. Compare
these iterates and guarantee with the optimistic exponential weights algo-
rithm.

6) Perform numerical experiments in the context of solving two-player zero-
sum games to compare the performance of the above algorithms with the
(regular) exponential weights algorithm, RM and RM+.
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