EVALUATION

ONLINE LEARNING
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SOLVING GAMES WITH LINE-SEARCH

Letd > 1, % Cc RYa nonempty closed convex set, b a regularizer on %, G :
% — R a monotone operator and (,),5 a positive sequence.

We consider UMP iterates with time-dependent step-sizes. Let ((x,, w,, y,, 2,) )50
be such that ((x,, y,)),>0 is sequence of §trict UMD iterates associated with reg-
ularizer b and dual iterates (—y,G(w,)) and for ¢ > 0,

(i) z, € 0h(x,),
(ii) Vx € &, (z, — y,, x — x,) > 0,
(iii) w, = Vh*(z, —v,G(x,)).
1) Prove thatif
Vi> 0, 7v,(G(w,),xq —w,) <Dy(x,00 %5 3,), (1)

then forall T > 0,
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x € domh, (G(x), &l — x) < Dol %0l Jo)
T T 3
t=0 It
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where w(TY) = (Etzo Y;) 20 YWy

Hint. — Adapt the proof from the course.

The above guarantee encourages to choose values for v, that are large while sat-
isfying condition (1).

2) Propose an algorithmic scheme (“line-search”) for choosing a value for 7y, in

k
the logarithmic scale {\/Z } so that condition (1) is satisfied.
keZ

We now consider the following regularizer. Let 2,z > 1and let b : R” x
R” — R U {+co} be defined as

b(a,b) = hony(a) + hny(b),  (ah) €R” X R,
where b, denotes both the entropic regularizer on A, and on A,
3) Prove that hisaregularizeron A,, x A,.

4) Prove that (x,),-( and (w,), are then uniquely determined.

5) Give an explicit expression for (x,),- and (y,),-¢ in the $pecial case of solv-
ing a two-player zero-sum game, and write the corre§ponding guarantee.

6) Perform numerical experiments in the context of solving two-player zero-
sum games to compare the performance of the above algorithm (with line-
search) with the same algorithm with no line-search, the optimistic expo-
nential weights algorithm, RM and RM+.
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