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A GENERALIZED APPROACH FOR NONSMOOTH CONVEX OPTIMIZATION

Let f : R? — R be a convex fun&ion and & C R? a nonempty closed convex
set, such that there exists x, € % satistying

f(x.) = min £ ().
1) Prove that forall x, ' € R%, y € df(x) and y’ € 3 f(x'),
(y) =y 5 —x)>0.

2) Let (x,),> be a sequence in RY, (B,),-; a sequence in [0, 1], (v,),>; a positive
sequence and for ¢ > 1, consider

t t
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I, = EYS’ Xy = I£—’ z, = B,x,+(1-B,)x,, and g €0f(z,).

s=1 t
Lett > 1.
a) Prove that

Xp— X = r_1<xt x,) and x,—z = IEtB (2, — x,)
t— t



b) Prove that

L f (%) =T f () — vof () < (1,80 % — %) -

Indications: make f(z,) appear, introduce g, € 0 f (x,) and use Question 1
with points x, and z,.

c) Deduce that for T > 1,

. ( ) ( )<EtT=1<Ytgt’xt_x*>
L

3) Let|- | beanorm in R? and assume that f is L-Lipschitz continuous for | - |.
Using the tools from the course and the previous question, define algorithms
for the minimization of f and derive guarantees.

4) Extend to sfochastic nonsmooth convex optimization.

5) Perform numerical experiments for e.g. an SVM with a moderate size dataset
and compare the performance of various choices for the sequences (v,),5,

and <Et>t>l'



