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generalized regularizers

We aim at extending the foundations of UMD theory to weaker assumptions
for the regularizer. Let d ⩾ 1 and 𝒳 be a nonempty closed convex subset ofRd.
Définition.—A function h ∶ Rd → R∪ {+∞} is a generalized regularizer on
𝒳 if is convex, lower semicontinuous and if cl dom h = 𝒳.
Remarue. —Compared to the definition of usual regularizers, strong con-
vexity is not required and dom h∗ may be a strict subset of Rd.
Définition.— Let h be a generalized regularizer on𝒳 and (ut)t⩾0 a sequence
in Rd. A sequence ((xt, yt))t⩾0 in Rd × Rd is an associated sequence of UMD
associated if for all t ⩾ 0,

(i) yt ∈ ∂h(xt)

(ii) xt+1 ∈ ∂h∗(yt + ut).

These are strict UMD iterates if moreover for all t ⩾ 0,

∀x ∈ 𝒳, ⟨yt + ut − yt+1, x − xt+1⟩ ⩽ 0.
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Remarue. —Condition xt+1 ∈ ∂h∗(yt + ut) implies in particular that yt +
ut ∈ dom h∗.

We also define UMD iterates with respect to time-dependent generalized
regularizers.
Définition. — Let (ht)t∈ 1

2N
be a sequence of generalized regularizers on 𝒳

and (ut)t⩾0 a sequence inRd. A sequence ((xt, yt))t⩾0 inRd×Rd is an associated
sequence of UMD iterates if for all t ∈ N,

(i) yt ∈ ∂ht(xt),

(ii) xt+1 = ∂h∗
t+1/2(yt + ut).

How can you extend/adapt the results from Chapter 2 to generalized regulariz-
ers?
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