EVALUATION

ONLINE LEARNING
LINKS WITH OPTIMIZATION AND GAMES
UNIVERSITE PARIS--SACLAY

S

ONLINE NEWTON STEP

Letd >1and &% C R%a nonempty closed convex set. We consider an online
convex optimization problem where the loss fun¢tions admit quadratic lower
bounds as follows. At step ¢ > 0,

e the Decision Maker chooses x, € %

e Nature chooses a loss function ¢, such that there exists g, € 9¢,(x,) and
M, a positive semi-definite matrix of size d x d such that:

D e % My(x —x,).

Ve € &, (x)—(x,) > (gnx—x,) + 2

¢,, g, and M, are revealed.
Let )\ > 0. Forall £ > 0, denote A, = 1 (7\1 - Ei;é MS).

1) For each of the three iterations defined below, establish an upper bound on

the regret
T

Z (0, (x,) —€(x)), x€%, T=>=O0.

=0
Hint. --- Use the lemma from the course involved in the analysis of the Vovk--
Azoury--Warmuth algorithm.



(i) Letx, € % and

, t>=0.

X,,1] = argmin H(xt — At_lgt) — xHA,

xeX

(ii) Letx, € & and

1
X,y = argmin {<_Arxt + & x) + szAer} , t>=0.
x€X

(iii) Let y, € R%and

t—1
1
x, = argmin { <—y0 + ng, x> + > (x, Atx>} , t=>=0.
xe% s=0

2) Bonus. --- Derive the corresponding regret bounds in the épecial case of
online portfolio optimization where & = A, and where the loss fun&ions are
of the form ¢,(x) = —log (r,, x) for some r, € (R%)%.

AS



