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PARAMETER-FREE APPROACHABILITY ALGORITHMS

Consider the approachability framework from the course and corresponding
notation. Let € C R? be a closed convex set satisfying Blackwell’s condition
and a : €° — A an associated oracle such that

x'=kx forsomerA>0 = a(x')=a(x).

The goal of this project is to define two families of parameter-free algorithms
for approachability and apply them to regret minimization on the simplex, and
then study their pra&tical behavior in the context of solving games.

Letf > 0.

1) Let b be a regularizer on €° such that forall x € R4 and A > 0,
h(hx) —minh = AP (h(x) — min Io) :

Consider the DA algorithm for approachability associated with regularizer
h, constant parameter 1, and oracle a:

t—1
a, =a (Vh* (Er)) , t>0.
s=0

Let &y C €° be a nonempty closed set. Let T > 0.
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a) Prove that forall A > 0,

<E Ty X > <8 <maxh mmh) + ZDh Y+ 7 Y,

t=0

where y, = 31 r, forall z > 0
b) Deduce that

g /T 1-1/8
max <E T X > < (ng;a(t)xh—minh) (E Dh*(yt—i-rt,yt)) :

xXEX =0

Let H be a mirror map compatible with €°. We assume that H admits a
minimum on R%, that the minimizer x, belongs to €°, and that forall x € R%
and A > 0,

H(\x) —minH = 2f (H(x) — min H) :

Consider the OMD algorithm for approachability associated with regular-
izer H, congtant step-size 1, oracle o, and initial action aj = a(x):

Xy = argmax{<VH(xt> +7,,x) —H(x)} and g =0 (xt—i-l) , t=0.

x€€°

Prove that forall T > 0

g /1 e
max <Z T, X > < (nglga(l)xH — min H) (E Dy.(VH,(x,) + 7, VH(xt))> .

t=0

Letl < p < 2. Consider algorithms from the above families associated with
¢ regularlzer on €° and e, mirror map on R4 respectively:

1 2 1 2
hP:Z||~||p—|—Lgo and HP:§||-||p.

Using (without proof) the fa& that b, and H, are (p — 1)-strongly convex
for | - HP’ derive corresponding guarantees.

Let L > 0. In the context of regret minimization on the simplex, assume
that payoft ve&tors (,), are bounded as |u,| < L forallz > 0. Then de-
rive guarantees for the above algorithms corresponding to €, regularizer and
mirror map. Which value of p minimizes the regret bounds thus obtained?
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5) In the context of regret learning in finite two-player zero sum games, con-
duc&t numerical experiments to compare the performance of the above ¢ P al-
gorithms, the exponential weights algorithm, RM and RM+.

6) Bonus. — Include in numerical experiments the optimistic counterpart of
cach algorithm.



