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parameter-free approachability algorithms

Consider the approachability framework from the course and corresponding
notation. Let 𝒞 ⊂ Rd be a closed convex set satisfying Blackwell’s condition
and α ∶ 𝒞∘ → 𝒜 an associated oracle such that

x′ = λx for some λ > 0 ⟹ α(x′) = α(x).
The goal of this project is to define two families of parameter-free algorithms
for approachability and apply them to regret minimization on the simplex, and
then study their practical behavior in the context of solving games.

Let β > 0.
1) Let h be a regularizer on 𝒞∘ such that for all x ∈ Rd and λ ⩾ 0,

h(λx) − min h = λβ (h(x) − min h) .

Consider the DA algorithm for approachability associated with regularizer
h, constant parameter 1, and oracle α:

at = α(∇h∗ (
t−1
􏾜
s=0

rs)) , t ⩾ 0.

Let 𝒳0 ⊂ 𝒞∘ be a nonempty closed set. LetT ⩾ 0.
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a) Prove that for all λ > 0,

max
x∈λ𝒳0

⟨
T
􏾜
t=0

rt, x⟩ ⩽ λβ(max
𝒳0

h − min h) +
T
􏾜
t=0
Dh∗(yt + rt, yt),

where yt = ∑t−1
s=0 rs for all t ⩾ 0.

b) Deduce that

max
x∈𝒳0

⟨
T
􏾜
t=0

rt, x⟩ ⩽ 2(max
𝒳0

h − min h)
1/β

(
T
􏾜
t=0
Dh∗(yt + rt, yt))

1−1/β

.

2) Let H be a mirror map compatible with 𝒞∘. We assume that H admits a
minimumonRd, that theminimizerx0 belongs to𝒞∘, and that for allx ∈ Rd

and λ ⩾ 0,
H(λx) − minH = λβ (H(x) − minH) .

Consider the OMD algorithm for approachability associated with regular-
izerH, constant step-size 1, oracle α, and initial action a0 = α(x0):
xt+1 = argmax

x∈𝒞∘
{⟨∇H(xt) + rt, x⟩ −H(x)} and at+1 = α (xt+1) , t ⩾ 0.

Prove that for allT ⩾ 0,

max
x∈𝒳0

⟨
T
􏾜
t=0

rt, x⟩ ⩽ 2(max
𝒳0
H− minH)

1/β
(
T
􏾜
t=0
DH∗(∇Ht(xt) + rt,∇H(xt)))

1−1/β

.

3) Let 1 < p ⩽ 2. Consider algorithms from the above families associated with
ℓp regularizer on 𝒞∘ and ℓp mirror map on Rd respectively:

hp = 12 ‖ ⋅ ‖2p + I𝒞∘ and Hp = 12 ‖ ⋅ ‖2p .

Using (without proof ) the fact that hp andHp are (p − 1)-strongly convex
for ‖ ⋅ ‖p, derive corresponding guarantees.

4) Let L > 0. In the context of regret minimization on the simplex, assume
that payoff vectors (ut)t⩾0 are bounded as ‖ut‖∞ ⩽ L for all t ⩾ 0. Then de-
rive guarantees for the above algorithms corresponding to ℓp regularizer and
mirror map. Which value of pminimizes the regret bounds thus obtained?
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5) In the context of regret learning in finite two-player zero sum games, con-
duct numerical experiments to compare the performance of the above ℓp al-
gorithms, the exponential weights algorithm, RM and RM+.

6) Bonus. — Include in numerical experiments the optimistic counterpart of
each algorithm.
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