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convex optimizationwith relative smoothness

Let d ⩾ 1 an integer, 𝒳 ⊂ Rd a closed convex set, f ∶ Rd → R a convex and
differentiable function that admits a minimizer x∗ ∈ 𝒳 on 𝒳:

f(x∗) = min
x∈𝒳

f(x).

Let L > 0 and h ∶ Rd → R ∪ {+∞} a regularizer such that Lh − f is convex.

1) Prove that for all x, x′ ∈ Rd and y ∈ ∂h(x),

f(x′) ⩽ f(x) + ⟨∇f(x), x′ − x⟩ + LDh(x′, x; y).

2) Extend Section 6.2 by defining and analyzingUMD-based algorithms in the
above context.

3) Bonus. — Extend Nesterov’s acceleration from Section 6.3.
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