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ADAGRAD-DIAGONAL: STRONGER ADAPTIVITY TO SMOOTHNESS

Letd > 0, f : R4 — R a convex fun&ion that admits a global minimizer
x, € R%, in other words

f(x,) = min f(x).

x€R4

Let M be a symmetric positive definite matrix of size d, L > 0 and assume that
f is L-smooth for | - [, ,.

1) Prove that for all x € R,
1
51 IVl < ) = flx.).

2) Lety > 0,x, € R? and for t > 0, define x,; as

xt—i—l,i = xt,i - Y gt,i’ 1 < i < d, t
t 2
=0 &5

where g, = V f(x,), and with convention 0/0 = 0.
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Assume that M is diagonal.



a) Let T > 0. Prove that

2
= maxo<,<T ||‘xt — Xy Hoo
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b) Forthe minimization of f, derive a guarantee that isadaptive to the smooth-

ness of f (for || - ||,)-
3) BonNus. — Prove that (x,),- is bounded.

4) BoNus. — In a context of §tochastic smooth convex optimization, derive a
guarantee that is adaptive to both smoothness and noise.
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