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SPARSE BANDITS

Let] < s < d be integers. Consider the multi-armed bandit problem (% = A)
and assume that each payoft vector from sequence (#,),- has at most s nonzero
components.

o If payoff ve&tors are assumed to be in [—1, O]d, [KP16, Theorem 11] estab-
lish a regret bound of order /Tslog(d/s).

o If payoff ve&ors are assumed to be in [0, l]d, [BCL18, Theorem 1] estab-
lish a regret bound of order /Tslogd

Rewrite the sStatements and proofs of those results' using the notation and tools
[from the course.
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Papers are available at
e https://www.jmlr.org/papers/volumel7/15-503/15-503.pdf
e https://arxiv.org/pdf/1711.01037.pdf
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