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yet another algorithm for online strongly convex
optimization

Let ‖ ⋅ ‖ be a norm, (Kt)t⩾0 be a positive sequence and (ℓt)t⩾0 convex losses on𝒳
such that for all t ⩾ 0, ℓt isKt-strongly convex for ‖ ⋅ ‖. Let (ρt)t⩾0 be a sequence
of regularizers on 𝒳. For each t ⩾ 0, let gt ∈ ∂ℓt(xt) and consider

xt = argmin
x∈𝒳

{
t−1
􏾜
s=0

(⟨gs, x⟩ + Ks
2 ‖x − xs‖

2) + ρt(x)} .

1) Prove that the above can be written as UMD iterates.

2) Derive regret bounds on∑Tt=0 (ℓt(xt) − ℓt(x)) (for x ∈ 𝒳). Hint: One possi-
ble approach is to consider:

̃ℓt(x) = ⟨gt, x⟩ + Kt
2 ‖x − xt‖

2 , x ∈ Rd, t ⩾ 0,

and to remark that for all t ⩾ 0 and x ∈ 𝒳,

ℓt(xt) − ℓt(x) ⩽ ̃ℓt(xt) − ̃ℓt(x).
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3) In the case where ‖ ⋅ ‖ = ‖ ⋅ ‖2, derive regret bounds for

xt = argmin
x∈𝒳

{
t−1
􏾜
s=0

(⟨gs, x⟩ + Ks
2 ‖x − xs‖

2)} , t ⩾ 0.

•

2


